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ABSTRACT 
Classification is one of the applications of feed-forward Artificial Neural Network (ANN). Classification can map 

data to predefined classes or groups. It is referred to as a supervised learning, because before examining data the 

classes are always determined. Multi-Layer Perception, is a supervised neutral networks model that is use to train 

and test data to build a model. In this experiment.  Multi-Layer Perception is used to train the Data set to produce 

a model to make prediction of classifying .After preparing the Mushrooms data for training, only 8124 of dataset 

instances used to be train. Software used to mining data in this project is Neural Connection Version 2.0.  This 

report, generally explaining the Classification, Multi-Layer Preceptor, Back propagation, Mushrooms, and details 

on the mining activity done to the selected datasets, to determine whether Mushroom’s attribute is edible or   

Poison. 

 

KEYWORDS: Classification, Multi-Layer Preceptor, Back propagation, Mushrooms. 

 

INTRODUCTION 
About every single year Data are doubled, but all the useful information are seems to be decreased. Area of data 

mining has arisen over decade in order to address the problem. It has not become only an important research areas, 

but it has also become one with a large potential in real world. The Multi-Layer Perception is a modeling and 

forecasting tool that uses a neural network to model your data.  It can be used to classify patterns or to predict 

values from your data.  Because it uses a supervised learning technique, it requires your data to contain targets for 

training the network. Classification is one of the tasks performed through data mining process. It is categorized 

as one of the prediction methods for a large hidden data. A model produced through data training should be able 

to distinguish the category of a new data of mushroom in these families. Mushroom, Agaricaceae, is belonged to 

members of a family of fungi with gills (Lentz). It is always categorized into to groups; edible and poisonous. The 

term mushroom is always used to refer to edible species, while the term toadstool is used for poisonous specious. 

However, the toadstool is always replaced by poisonous mushroom.  

 

OBJECTIVES 
The main objective of the study is determining if mushrooms are poisonous or edible. Specifically, the objectives 

are: 

(a) Identify the target and the independent variables (attributes). 

(b) Preprocess mushroom data so that it is suitable for training. 

 

METHODOLOGY 
Data Acquisition 

This datasets obtained from UCI Repository of Machine Learning Database .Mushroom has recorded drawn from 

Audubon Society Fields, the main Guide to the North American Mushroom  

 

Data description 

This data set has include description of the  hypothetical sample which is corresponding to the 23 species of the 

gilled mushroom in the Lepiota and Agarics Family, Each one of those species is identify as the definitely edible 

,or definitely poisonous , or unknown edibility, and are not recommended at all. The latter class has been combined 

with a poisonous and edible based on 22 physical attributes as recorded in [11]. 
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Table 1: Part of the normalization data 

Attributes T 

4 4 0 1 8 2 2 2 1 2 4 4 4 8 8 3 3 2 5 1 4 5 0 

4 4 9 1 1 2 2 1 1 2 2 4 4 8 8 3 3 2 5 2 3 1 1 

6 4 8 1 2 2 2 1 2 2 2 4 4 8 8 3 3 2 5 2 3 3 1 

4 3 8 1 8 2 2 2 2 2 4 4 4 8 8 3 3 2 5 1 4 5 0 

4 4 3 0 7 2 1 1 1 1 4 4 4 8 8 3 3 2 1 2 1 1 1 

4 3 9 1 1 2 2 1 2 2 2 4 4 8 8 3 3 2 5 1 3 1 1 

6 4 8 1 1 2 2 1 5 2 2 4 4 8 8 3 3 2 5 1 3 3 1 

6 3 8 1 2 2 2 1 2 2 2 4 4 8 8 3 3 2 5 2 4 3 1 

4 3 8 1 8 2 2 2 8 2 4 4 4 8 8 3 3 2 5 1 5 1 0 

6 4 9 1 1 2 2 1 5 2 2 4 4 8 8 3 3 2 5 1 4 3 1 

4 4 0 1 8 2 2 2 1 2 4 4 4 8 8 3 3 2 5 1 4 5 0 

                                

Data distribution: 

The dataset was distributed into two different classes: 

 Class 1 = Edible with the number of 4208 instances (51.28%) 

 Class 2 = Poison with the number of 3916 instances (48.2%) 

There are total of 8124 instances that were captured, however only 1000 are processed in the Neural Connections 

program. 

 

Setting a Target 

The main target of this experiment is determining if mushroom is edible (e) or poisonous (p)  

    

Normalizing Attributes 
Before any data train by the Neural Connection, the data normalization process is required. This to ensure all data 

value must be in number so it can be train by neural connection. 

 

 
Figure 1: Sample of clean data 

Neural Network Tool 

The most common neural network model is the multi-layer preceptor (MLP). This type of neural network is known 

as a supervised network because it requires a desired output in order to learn. The goal of this type of network is 
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to create a model that correctly maps the input to the output using historical data so that the model can then be 

used to produce the output when the desired output is unknown. The MLP is a design that overcomes the 

shortcomings of the simple preceptor. The multi-layer preceptor can solve general nonlinear classification 

problems. A MLP is a hierarchical structure of several “simple” perceptions (with smooth transfer functions). 

MLP is a modeling and forecasting tool that uses Neural Network to model the data. It can be used to classify 

patterns or to predict values from data. Multi-layer preceptor is a supervised learning technique; it required that 

the data contain targets for training the network. The MLP with Back propagation consists of three layers: the 

input layers, where the data are introduced to the network; the hidden layer, where the data are processed and the 

output layer, where results for given are produced [4]. A graphical illustrate the MLP, is shown in the figure 2. 

 

 

 
Figure 2: Multi-Layer Preceptor Model 

 

 

 
Figure 3: Multi-Layer Preceptor Network 

The Data Output tool 

runs topologies, and 

prints the results to the 

screen as a spreadsheet, 

or saves them to a file. 

Neural Connection has 

one input tool, the Data 

Input Tool.  Input tools 

are the mechanism for 

getting your data into 

Neural Connection. Data 

Input Tool, will Describe 

the input data formats 

that Neural Connection 

can recognize.  Explain 

how your data will need 

to be organized before 

they are entered into 

Neural Connection. 

 

The Data Text tool runs 

topologies, and prints 

the results to the screen 

as a spreadsheet, or 

saves them to a file. 

Redial Basis Function, a 

neural network 

technique to build the 

model 

http://www.ijesrt.com/


   ISSN: 2277-9655 

[Alameady* et al., 6(1): January, 2017]   Impact Factor: 4.116 

IC™ Value: 3.00   CODEN: IJESS7 

http: // www.ijesrt.com                 © International Journal of Engineering Sciences & Research Technology 

 [157] 

 
Figure 4: MLP Training Stages 

 

The Experiments 

 

Table 2: Data Distribution 

Data Distribution Percentage Amount 

Training data 80% 6499 

Testing 10% 813 

Validation data 10% 812 

 

 
Figure 5: Data Viewer 
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Figure 6: Data sets Allocation. 

 

Before mining the mushrooms data, that is earlier clean the arrangement of the data is randomize to ensure fair 

distribution among all data. Since Neural Network can random the data automatically, therefore the instruction to 

random the data is stated in Figure 4. 

 

RESULTS 
To determine the most suitable hidden units 

The following parameters are fixed but number of hidden unit will vary:  

Learning rate= 0.1  Momentum rate =0.1 

Activation function = sigmoid  Stopping criteria = 95% 

 

Experiment 4.1a 
Several training and test results have been obtain by using different number of hiding unit, and the result is shown 

in table 3 

 

Table 3: Result to determine the best-hidden unit 

 

No of hidden unit 

Accuracy 

Training Test 

2 93.43% 92.49% 

4 92.18% 91.63% 

5 92.65% 91.75% 

7 92.03% 91.50% 

10 92.23% 91.50% 

12 92.57% 91.38% 

14 92.69% 91.75% 

18 92.66% 91.63% 

20 92.91% 92.00% 

22 92.78% 91.50% 

                                       

The results shown in table 3 indicate that highest test result was achieved when the number of hidden unit is 2 

(92.49%) and 20(92.00%). For this experiment, hidden unit 2 and 20 will be selected to be used in the next 

experiment.  

 

Experiment 4.1b 

Several training and test results have been obtain by using different number of weight seed, and the result is shown 

in table 4. 
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Table 4 : Result to determine the best-hidden unit 

 

Weight seed 

Hidden unit 

2 20 

Train Test Train Test 

1 93.43% 92.49% 92.91% 92.00% 

2 92.61% 91.63% 92.48% 91.38% 

3 91.81% 91.38% 92.58% 91.75% 

4 91.84% 91.38% 92.38% 91.50% 

5 91.74% 91.13% 92.80% 91.75% 

6 91.98% 91.38% 92.83% 92.00% 

7 92.95% 91.87% 92.69% 91.75% 

8 92.78% 91.87% 92.81% 91.87% 

9 93.17% 92.12% 92.55% 91.50% 

10 92.81% 91.87% 92.31% 91.26% 

Average 92.51% 91.71% 92.63% 91.68% 

                          

                         

Table 4: Comparison     

Hidden unit Train Test   

2 92.46% 91.68%   

20 92.37% 91.42%   

 

Based on the result displayed in the table 4, hidden unit 2 produces a higher average accuracy than hidden unit 

20. Therefore, hidden unit 2 can be considered as the more suitable number of hidden unit to be selected to be 

used in the next experiment. 

 

To determine the most suitable learning rate 

The following parameters are fixed but number of learning rate will vary:  

Hidden unit= 2   Momentum rate =0.1 

Activation function = sigmoid  Stopping criteria = 95% 

 

Experiment 4.2a 

Several training and test results have been obtain by using different number of learning rate, and the result is 

shown in table 5.  

 

Table 5 : Result to determine the most suitable learning rate 

Learning rate Accuracy 

Training Test 

0.1 93.43% 92.49% 

0.2 94.05% 93.10% 

0.3 94.61% 93.72% 

0.4 94.97% 94.21% 

0.5 94.97% 94.21% 

0.6 94.95% 94.21% 

0.7 94.95% 94.09% 

0.8 434  

0.9 377  

1.0 333  
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Through the result in the table 5 the accuracy of the test is not consistent. The trend increase when learning rate 

increase until learning rate 0.7, afterwards the accuracy is slightly drops.  Learning rate 0.8 to 1.0 the accuracy 

null (stuck), it show that the training stop. The highest learning percentage of accuracy occurs through learning 

0.4, 0.5 and 0.6 (test: 94.21%). For further experiment, learning rate 0.4 and 0.6 will be selected in the next 

experiment because they show the best learning rate between the other and the lowest train percentage. The 

experiment result is shows in table 6. 

 

Experiment 4.2b 

Several training and test results have been obtain by using different number of weight seed and the result is shown 

in table 6 

         

Table 6 : Result to determine the most suitable learning rate 

 

Weight seed 

Learning rate 

0.4 0.6 

Train Test Train Test 

1 94.97% 94.21% 94.95% 94.21% 

2 94.41% 93.84% 94.81% 93.97% 

3 94.17% 93.47% 94.60% 93.84% 

4 94.60% 93.84% 94.97% 94.21% 

5 94.41% 93.84% 94.81% 93.97% 

6 94.86% 93.97% 95.00% 94.21% 

7 94.97% 94.21% 94.97% 94.21% 

8 94.91% 94.21% 94.95% 94.21% 

9 94.97 94.21 474 - 

10 94.89% 94.21% 94.95% 94.09% 

Average 94.72 94.00 94.89 94.10 

Learn unit Train Test   

0.4 94.72 94.00   

0.6 94.89 94.10   

             

Based on the result displayed in the table 6, learning rate 0.6 give the highest average accuracy than learning rate 

0.4. Therefore, learning rate 0.6 can be considered as the more suitable number of learning rate to be used in the 

next experiment. 

 

To determine the most suitable momentum rate 

 

Experiment 4.3a 

Several training and test results have been obtain by using different number of momentum rate and the result is 

shown in table 7.  

 

Table 7 : Result to determine the most suitable momentum rate 

Momentum coffee Accuracy 

Training Test 

0.1 94.95% 94.21% 

0.2 94.95% 94.09% 

0.3 471 471 

0.4 405 405 

0.5 338 338 

0.6 271 271 
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0.7 204 204 

0.8 135 135 

0.9 16 16 

1.0 8 8 

                             

Through the result in the table 7, the accuracy of the test is not consistent. The trend increase when learning rate 

increase until Momentum coffee 0.2, afterwards the accuracy is slightly drops.  Momentum coffee 0.3 to 1.0 the 

accuracy null (stuck), it show that the training stop. Therefore, Momentum coffee 0.1 and 0.2 will be selected in 

the next experiment. 

 

Experiment 4.3b 

Several training and test results have been obtain by using different number of weight seed and the result is shown 

in table 8. 

                               

Table 8 : Result to determine the most suitable momentum rate 

Weight seed Momentum rate 

0.1 0.2 

Train Test Train Test 

1 94.95% 94.21% 94.95% 94.21% 

2 94.81% 93.97% 94.81% 93.97% 

3 94.60% 93.84% 94.60% 93.84% 

4 94.97% 94.21% 94.97% 94.21% 

5 94.81% 93.97% 94.81% 93.97% 

6 95.00% 94.21% 95.00% 94.21% 

7 94.97% 94.21% 94.97% 94.21% 

8 94.95% 94.21% 94.95% 94.21% 

9 - - 412 412 

10 94.95% 94.09% 94.95% 94.09% 

Average 94.89% 94.10% 94.93% 94.17% 

Momentum rate Train Test   

0.1 94.89% 94.10%   

0.2 94.93% 94.17%   

                           

Based on the result displayed in the table 8, momentum rate 0.2 give the highest average accuracy than learning 

rate 0.1. Therefore, learning rate 0.2 can be considered as the more suitable number of learning rate to be used in 

the next experiment. 

 

To determine the best Activation Function 

The following parameters are fixed but number of momentum rate will vary:  

Hidden unit = 2  Momentum rate = 0.2 

Learning rate = 0.6 Stopping criteria = 95% 

 

Experiment 4.4a 

Several training and test results have been obtain by using different number of weight seed and the result is shown 

in table 9. 

 

Table 9 : Result to determine the best Activation Function 

Weight seed Linear Sigmoid Tanh 

Train Test Train Test Train Test 

1 94.95% 94.21% 94.95% 94.09% 94.95% 94.09% 
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2 94.81% 93.97% 94.95% 94.21% 94.95% 94.21% 

3 94.60% 93.84% 94.71% 93.97% 94.71% 93.97% 

4 94.97% 94.21% 94.97% 94.21% 94.97% 94.21% 

5 94.81% 93.97% 94.94% 94.21% 94.94% 94.21% 

6 95.00% 94.21% 95.00% 94.33% 95.00% 94.33% 

7 94.97% 94.21% 94.97% 94.21% 94.97% 94.21% 

8 94.95% 94.21% 94.95% 94.21% 94.95% 94.21% 

9 - - 412 412 412 412 

10 94.95% 94.09% 94.95% 94.09% 94.95% 94.09% 

Average 94.89% 94.10% 94.93% 94.17% 94.93% 94.17% 

                               

From Table 9, the result of the experiment shows that both sigmoid and Tanh show a decreasing on the percentage 

of test accuracy, when the Weight Seed is decreasing. Therefore sigmoid will be chosen as the best activation 

function for this model, because it is the most one used. 

 

To determine the best number of Epoch 

The following parameters are fixed but number of momentum rate will vary: 

Hidden unit = 2   Momentum rate = 0.2 

Activation function = Sigmoid Learning rate = 0.6 

 

Experiment 4.5a 

Several training and test results have been obtain by using different number of Epoch and the result is shown in 

table 10.  

 

Table 10: for determining  best number of Epoch 

Epoch Sigmoid 

Training Test 

100 93.55% 92.36% 

200 94.20% 93.35% 

300 94.91% 94.21% 

400 94.95% 94.21% 

500 513 513 

600 513 513 

700 - - 

800 - - 

900 - - 

1000 - - 

                                 

Through result in table 10, the accuracy of the test is not consistent. The trend increase when sigmoid increase 

until Epoch 400, afterwards the accuracy is slightly drops.  Epoch 500 to 1000, the accuracy null (stuck), it show 

that the training stop. The highest sigmoid percentage of accuracy occurs through Epoch 200,300 and 400 (test: 

93.35% and 94.21%). For further experiment, Epoch 200 and 300 will be used in the next experiment because 

they show the best Epoch result between the other and the lowest train percentage. The experiment result is shows 

in table 11. 

 

Experiment 4.5b 

Several training and test results have been obtain by using different number of weight seed and the result is shown 

in table 11. 
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Table 11 : for determining  best number of Epoch 

Weight seed Epoch 

200 300 

Train Test Train Test 

1 95.17% 94.33% 94.95% 94.21% 

2 94.08% 93.47% 94.41% 93.84% 

3 93.94% 93.10% 94.17% 93.47% 

4 94.03% 93.23% 94.58% 93.84% 

5 94.03% 93.47% 94.41% 93.84% 

6 94.20% 93.35% 94.92% 94.09% 

7 94.49% 93.84% 94.95% 94.21% 

8 94.23% 93.35% 94.94% 94.21% 

9 94.52% 93.23% 95.14% 93.97% 

10 94.20% 93.35% 94.91% 94.21% 

Average 94.29% 93.47% 94.74% 93.99% 

Epoch Train Test   

200 94.29% 93.47%   

300 94.74% 93.99%   

                                

Based on result displayed in table 4.5b, Epoch 300 gives the highest average accuracy than Epoch 200. Therefore, 

Epoch 300 can be considered as the more suitable number of Epoch. 

 

The Network Architecture 

The architecture of the model for the species of the mushroom in Lepiota and Agarics data after this experiment 

is shown below: 

 

 
Figure 7 : the network activation 

 

CONCLUSION 
Based to all experiments that have been done for all test and train required to get for predicting whether the 

mushrooms definitely edible or poisonous. The result showed that the best-hidden unit is 2, the best learning rate 

is 0.6, the best moment rate is 0.2, the best activation function is sigmoid and best result of epoch is 300. 
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